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Edison (2010) examined 1,460 companies applying for US Department of 
Defense (DOD) SBIR funding in 2003 and found a significant causal effect of 
increased sales of recipients by $0.15 million during the following year ($0.37 
million in 2004-2006). In addition, Howell (2017) analyzed the earnings of 5,021 
companies applying for US Department of Energy (DOE) SBIR funding in 1995-
2013 and confirmed that grants awarded during Phase Ⅰ (the proof-of-concept 
stage with funds up to $0.15 million for 6-9 months) increased the average 10% 
probability of venture capital funding by +10%p and $2 million in sales by $1.3-
$1.7 million. The results also revealed that the increases were not due to the effects 
of government certification; instead, they stemmed from the effects of proof-of-
concept demonstrated via prototypes. Moreover, increases in venture capital 
funding were particularly strong among firms without patents and young startups 
less than two years old (+6%p and +14%p). On the other hand, the extensive grants 
given during Phase Ⅱ (the subsequent full-scale R&D with funds reaching $1 
million for a period of 24 months) had little economic impact. Accordingly, Howell 
(2017) concluded that rather than offering large long-term funding to a few 
medium-sized firms, it would be more effective to award small lump sums to 
numerous small-sized firms. Germany and Finland operate similar programs, 
providing small grants and research consulting services to such firms and startups 
which lack R&D experience. Most R&D support programs in advanced economies 
have transparent and convenient online management systems that accommodate 
free competition for bottom-up research designs. 

Based on the SBIR, the Korean government established the Korea Small 
Business Innovation Research (KOSBIR) program in 1998 and has steadily 
increased this budget since. Indeed, the expenditure for SME-operated government 
R&D projects reached 2,897 billion won in 2016, equivalent to 15.2% of the 
government’s total R&D investment amount and similar to the US SBIR’s total 
grant amount.3 According to the National Science and Technology Knowledge 
Information Service (NTIS) database, which includes information pertaining to the 
management of all government R&D projects, among the 30,448 R&D projects 
awarded to firms in 2010-2014, the median funding amount was 200 million won, 
while the top 20% ranged from 525 million to 54.7 billion won and the bottom 
20% accounted for less than 100 million won. In the US, Phase Ⅰ projects (about 
$0.10 million per project) outnumbered Phase Ⅱ projects by two to three fold. 
However, in Korea, nearly 80% of projects were funded at more than 100 million 
won per project, implying a strong tendency to omit the initial proof-of-concept 
stage and begin with full-fledged support. 

Governments evaluate R&D support projects in terms of patents and 
publications. Patent applications for SMEs continued to soar due to their strong 
commitment in acquiring more patents, rising from 34,547 in 2013 to 46,813 in 
2016.4 On the other hand, that number for large enterprises declined from 48,045 
to 38,800 over the same period following a shift in the evaluation focus of R&D 
divisions to the creation of economic value after it was deemed that practices such 

 
3Ministry of Science and ICT·Korea Institute of Science & Technology Evaluation and Planning, 2016 

National R&D Project Report and Analysis, 2017 (in Korean). 
4Korea Intellectual Property Office, Intellectual Property Statistics FOCUS, 2014; 2017 (in Korean). 
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as stockpiling unused patents simply to demonstrate technological prowess was a 
waste of financial (patent applications and renewal fees) and research resources. 

 
III. Comparison of Recipients and Non-recipients 

 
This study used the Korea Enterprise Data (KED) (2010-2015) to analyze the 

economic effects of government support programs. Research subjects were limited 
to incorporated enterprises with more than ten employees. The 2010-2015 financial 

―performance outcomes of a total of 212,245 firms were analyzed of which 
165,023 small-sized firms and 42,770 medium-sized firms were the main focus of 
the analysis. In this study, 70% or 21,265 cases in the NTIS were linked to our 
dataset. 

 
TABLE 2—BASIC SME STATISTICS COMPARISON 

Variable 
(Unit: 1 million won) 

Non-recipient SMEs 
(control group: 670,760) 

Recipient SMEs 
(experimental group: 18,980) 

Average 
Standard 
deviation 

Average 
Standard 
deviation 

Basic 
Firm age 9.10 8.26 10.72 7.80 
IPO ratio 0.13 0.33 0.36 0.48 

Ratio of venture firm 0.10 0.30 0.57 0.50 

Operating 
Performance 

Value added 1,389 19,100 3,008 5,988 
Increment (∆௧ାଶ) 195 26,400 43 9,792 
Increment (∆௧ାଷ) 330 31,200 163 10,400 

Sales 6,733 21,900 13,600 30,500 
Rate of increase (∆௧ାଶ) 0.36 2.11 0.13 1.06 
Rate of increase (∆௧ାଷ) 0.41 2.16 0.17 1.09 

Operating profit 255 2,826 559 3,105 
Increment (∆௧ାଶ) 8 3,067 -155 3,639 
Increment (∆௧ାଷ) 8 3,134 -203 3,969 

Financing 

Debt 4,030 32,100 7,820 17,400 
Rate of increase (∆௧ାଶ) 0.32 1.25 0.22 0.66 
Rate of increase (∆௧ାଷ) 0.42 1.31 0.29 0.75 

Equity 2,360 18,500 7,505 20,900 
Increment (∆௧ାଶ) 447 7,077 1,046 13,300 
Increment (∆௧ାଷ) 750 8,821 1,758 14,600 

Capabilities/ 
assets 

R&D investment 64 1,377 741 1,718 
Rate of increase (∆௧ାଶ) 0.22 4.23 -0.77 5.36 
Rate of increase (∆௧ାଷ) 0.34 4.71 -1.17 5.69 

IP rights registration 0.12 1.94 1.86 12.90 
Rate of increase (∆௧ାଶ) 0.01 0.30 0.11 0.73 
Rate of increase (∆௧ାଷ) 0.01 0.32 0.10 0.76 

Tangible assets 2,160 11,600 5,277 14,900 
Rate of increase (∆௧ାଶ) 0.41 2.06 0.24 1.19 
Rate of increase (∆௧ାଷ) 0.52 2.23 0.34 1.33 

Human capital 830 2,567 1,718 2,753 
Rate of increase (∆௧ାଶ) 0.33 1.68 0.13 0.88 
Rate of increase (∆௧ାଷ) 0.41 1.73 0.19 0.95 
Marketing investment 79 913 163 937 
Rate of increase (∆௧ାଶ) 0.20 3.84 -0.01 3.52 
Rate of increase (∆௧ାଷ) 0.25 4.13 0.01 3.74 
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Based on the financial data, this study extracted ten performance indicators 
pertaining to the following three aspects: operating performance (value added, 
sales and operating profit), financing (debt and equity) and capabilities/assets.5 
Value added is the most comprehensive indicator, as it covers all value distributed 
to various stakeholders, including employees (labor cost), shareholders (dividends), 
government (taxes and dues), creditors (interest), and firms (net profit + 
depreciation cost). Additionally, despite the significance of economies of scale in 
the past, the scalability of intangible assets has grown in importance, as shown by 
Uber and Airbnb. Thus, in terms of performance indicators for capabilities/assets, 
this study used R&D investment, IP rights registrations and marketing investment 
in conjunction with tangible assets and human capital investment.6 

Table 2 shows that recipients considerably outperformed non-recipients on 
average in terms of most indicators, specifically operations, financing and 
capabilities/assets when they receive subsidies. The differences are statistically 
significant, and the differences in the operating profit and R&D investment 
indicators widen by more than twenty times. However, there is a visible reverse in 
this trend two to three years after the reception of support, except for IP rights 
registrations. Even operating profit and R&D investment decrease.7 When large 
enterprises are included in the comparison, negative growth can also be observed in 
value added and marketing investment. 

 
IV. Estimation of the Causal Effect of Government Support 

  
Existing econometric studies usually estimate causal effects with a parametric 

model, which is created by assuming the form of the functions and distribution of 
the data. However, models based on hard-to-verify assumptions always run the risk 
of misspecifications. Matching methods (matching observations which have 
different values of the treatment variable and similar values of other covariates) are 
widely used to estimate causal effects from observed data in the absence of random 
experimental data, although the matching method cannot account for the effects of 
unobserved variables. Matching methods, as non-parametric preprocessing approaches, 
can compensate for the weaknesses of parametric models. Ho, Imai, King and 
Stuart (2007) suggest a two-step unified estimation approach which integrates a 
non-parametric matching method and the parametric regression model. The two-
step approach can accurately estimate causal effects even when only one of the two 
steps is properly specified. Hence, it is doubly robust and can also estimate the 
effects of other covariates. 

 
5The distribution of corporate performance tends to skew to the right as it is influenced by large firms. As 

such, this raw data underwent logarithmic transformation while the raw data for value added, operating profit, and 
equity were used as they were considering that many of these values were negative. 

6Based on financial statements: tangible asset data was used as tangible assets; the sum of labor-related costs, 
welfare benefits, education and training costs and stock compensation was used as a proxy variable for human 
capital investment; the sum of R&D expenditures in income statements and manufacturing cost statements and the 
increments of intangible asset development costs was used as a proxy for intellectual property investment; and the 
sum of advertising costs, sales promotion costs, entertainment expenses and overseas marketing expenses was 
used as the proxy variable for relational assets. 

7With regard to equity financing, recipients posted larger increments but smaller growth rates. 
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In this study, diverse methods were attempted in the matching phase. Propensity 
score matching (PSM) satisfies the unconfoundedness assumption 

 (1), (0) | Xi i iY Y T  by replacing multi-dimensional covariates (X)  with 

propensity scores  P(X) . PSM usually uses parametric models such as the 

logistic and probit models to convert multivariate covariates into one-dimensional 
propensity scores. The values of the closest propensity scores in the experimental 
group and the control group are then matched one-to-one with each other. 
Alternatively, the weight is given in proportion to the proximity of the propensity 
score. However, King and Nielsen (2016) suggest that alternative matching 
methods should also be tested because PSM can aggravate imbalance, inefficiency, 
model dependence and bias. Specifically, it is difficult to satisfy the conditional 
independence between the covariate and treatment variable depending on a single 
parametric model given that there is a complex decision-making system in reality. 
The lack of computing power in the past made PSM useful, but matching based on 
multi-dimensional covariates has become affordable owing to the advancements in 
computing power. 

Mahalanobis Distance Matching (MDM) is also one of the most widely used 
matching methods. PSM and MDM are equal-percent bias-reducing (EPBR) 
methods, meaning that they reduce the bias by the same rate through a linear 
combination of covariates (Kim, 2016). EPBR methods can reduce bias only when 
the dataset of covariates can be modeled using a Gaussian (normal) distribution. 
Because the distribution of real data is often not Gaussian, a matching method 
based on a linear combination may rather increase the bias. 

Iacus, King, and Porro (2009) developed the Coarsened Exact Matching (CEM) 
method, which divides the covariates into coarse intervals and then precisely 
matches the same interval units. Imbalances cannot be larger than the block range 
predefined by a researcher and an improvement in the balance for one covariate 
does not affect the imbalance of the other covariates. However, CEM may leave 
many cases in the treatment group unmatched with the control group. If the interval 
of the covariate blocks is widened to increase the matching rate, imbalances will 
increase as a trade-off. 

Another alternative matching method is Genetic Matching (GM), which 
optimizes the balance of covariates using a genetic algorithm (Sekhon, 2011).8 The 
Mahalanobis distance is defined as follows: 

 

(1)     
1

21md( , ) ( ) ( )T
i j i j i jX X X X S X X    

In equation (1), S  is the sample covariance matrix of X . If the covariate 
contains continuous variables, there is a bias that does not disappear (Abadie and 
Imbens, 2006). The GM algorithm adds a square matrix of weights W  to 
generalize the Mahalanobis metric when the Mahalanobis distance does not 
optimally approach equilibrium. The equation for the GM algorithm is as follows: 

 
8The matching package can be downloaded at CRAN.R-project.org/package=Matching. 
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(2)  
1 1 1

2 2 2d( , ) ( ) ( ) ( )T T
i j i j i jX X X X S WS X X

     

In equation (2), 
1

2S  is the Cholesky decomposition of S , and the matrix of the 
weights W  is a diagonal matrix that has zeros without diagonal elements. If the 
diagonal elements of W are 1, it becomes the Mahalanobis distance. GM uses a 
genetic algorithm to search for the optimal solution of W iteratively such that the 
maximum unbalance among the covariates of the control and experimental groups 
is minimized. 

Ho, Imai, King, and Stuart (2007) suggest that various matching methods must 
be assessed to find the most robust results. This study used as many as 17 
covariates, including the seven firm attributes of age, size, region, industry, IPO 
status, venture firm status, and affiliation status as well as ten performance 
indicators. First, the propensity score matching method allowed overlapping when 
matching the nearest cases and assigning weights in proportion to the similarity of 
the propensity scores. In the case of CEM, the block interval of the covariates was 
coarsened (widened) such that at least 70% of the firms could be matched. The GM 
computation took much more time than that needed by the other matching methods 
due to the greater computational complexity. 

Table 3 shows to what extent the mean difference between recipients and non-
recipients can be reduced using the PSM, CEM, and GM methods. All of the mean 
differences became smaller than that in the raw data. GM reduced the mean 
differences the most, by an average of 85%, and PSM reduced these values by 
about 70%. However, even if the overall average is similar, differences in 
individual pairs can still be large. A deviation from exact matching is referred to as 
an imbalance. The imbalance of the raw data was reduced the most using GM and 
then to a lesser extent by PSM and CEM. 

  
TABLE 3—COMPARISON OF MEAN DIFFERENCE AND REDUCTION RATE BY THE MATCHING METHOD 

(Unit: 1 million won; log transformation of 1,000 won) 

Covariates 
Mean Difference Reduction Rate 

Raw data PSM CEM GM PSM CEM GM 
Value added -21,499 -14,942 -1,849 -5,635 0.305 0.914 0.738 

ln (sales) -1.45277 -0.26676 -0.65236 0.05180 0.816 0.551 0.964 
Equity financing -112,292 -81,024 -5,622 -33,117 0.278 0.950 0.705 

ln (debt) -1.63607 -0.24761 -1.08969 -0.04096 0.849 0.334 0.975 
Operating profit -11,813 -9,104 -344 -4,774 0.229 0.971 0.596 

ln (tangible assets) -2.68170 -0.31424 -1.78535 -0.01798 0.883 0.334 0.993 
ln (human capital) -1.59099 -0.19074 -0.80534 -0.02787 0.880 0.494 0.982 

ln (marketing investment) -3.30725 -0.60767 -3.11299 -0.12307 0.816 0.059 0.963 
ln (R&D investment) -9.29562 -0.68442 -8.79407 -0.40304 0.926 0.054 0.957 

ln (IP rights registrations) -0.62686 -0.23760 -0.32307 -0.03511 0.621 0.485 0.944 
Firm age -2.98611 -0.64181 -1.68229 -0.37315 0.785 0.437 0.875 
Firm size -0.25449 -0.06970 -0.15041 -0.00268 0.726 0.409 0.989 

Ratio of venture firms -0.44578 -0.05481 -0.45277 -0.00028 0.877 -0.016 0.999 
Firm region -0.07900 -0.01670 -0.12711 -0.08145 0.789 -0.609 -0.031 

Industry group -0.80774 -0.13427 -0.74409 -0.02822 0.834 0.079 0.965 
IPO ratio -0.29116 -0.05620 -0.23131 0.00005 0.807 0.206 1.000 

Ratio of affiliate firms -0.01923 0.00766 -0.00158 -0.00127 0.602 0.918 0.934 
Mean     0.707 0.386 0.856 
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When Q-Q plots (quantile-quantile plots) were drawn for each covariate 

variable, the balance improves as the values of the experimental group and control 

group are arranged close to the 45-degree line. Figure 1 shows Q-Q plots of the sales 

 
 ln (sales) ln (IP rights registrations) 

Raw data 

  

PSM 

  

CEM 

  

GM 

  

FIGURE 1. Q-Q PLOT OF SALES AND IP RIGHTS REGISTRATIONS BY THE MATCHING METHOD 

Note: In all plots, the horizontal axis represents the value of non-recipients and the vertical axis represents value of 
recipients.  
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and IP rights registrations, which are relatively high in terms of the mean difference 
and imbalance. The matched pair values move closer to the 45-degree line than the 
raw data, and the values from GM move closest to the 45-degree line. Because the 
GM method has proved to be the best given all of the matching evaluation criteria, 
subsequent analyses will use the matched dataset derived from GM as a control 
group. 

Table 4 shows the OLS regression model using the matched dataset. The 
dependent variable is the value added change ( 2t ) after two years, and seventeen 

firm-specific attribute and performance values in the supported year are controlled 
for as independent variables. Because this analysis applied the difference-in-
differences (DID), matching method and multiple regression together, it can 
estimate the causal effect more robustly than a mere difference-in-differences 
matching method. This proves that the inferior value added growth of the recipient 
SMEs shown in Table 2 is not due to the treatment effects of government support. 

  
TABLE ―4 OLS ANALYSIS OF VALUE ADDED INCREMENT (∆௧ାଶ) 

IN THE MATCHED DATASET 
(Unit: 1,000 won) 

Variables 
(at year t) 

Matched SMEs 
Estimate Significance

R&D support treatment 38,159 0.672 
Value added -0.633 0.000** 

ln (sales) 133,147 0.002** 
Operating profit 0.287 0.000** 
Equity financing -0.026 0.000** 

ln (debt) -260,714 0.000** 
ln (tangible asset) 28,016 0.415 
ln (human capital) 495,701 0.000** 

ln (marketing investment) 12,730 0.291 
ln (R&D investment) -12,099 0.289 

ln (IP rights registrations) 344,400 0.000** 
Firm age 6,891 0.625 

Firm age (squared) 490 0.113 
Firm size (medium business) 1,940,460 0.000** 
Firm size (mid-size company) - - 

Firm size (major company) - - 
Ratio of venture firms -173,183 0.072 

IPO ratio 912,434 0.000** 
Ratio of affiliate firms 5,434,900 0.000** 

Firm region (Chungcheong) -52,145 0.706 
Firm region (Jeolla) 236,958 0.183 

Firm region (Kyungsang) 39,668 0.730 
Firm region (others) 187,213 0.488 

Industry group 2 37,908 0.728 
Industry group 3 19,271 0.874 

Year (2011) -52,310 0.693 
Year (2012) 119,433 0.348 
Year (2013) 177,735 0.165 

Constant -4,715,643 0.000** 
Number of observations 25,542 

Adjusted ܴଶ 0.122 

Note: * and ** correspondingly denote statistical significance at the 5% 
and 1% levels.  
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Multiple regression estimates the effects of other covariates on the performance 
indicator as well. The relationship between value added in the supported year and 
the value added increase after two years is negative and statistically significant. 
That is, the incremental growth diminishes as the value added of the company 
increases. 

OLS analyses (Table 4) are repetitively conducted with two-year increments 
( 2t ) of the ten performance indicators as dependent variables. Table 5 extracts 

the coefficient estimates and significance of the government R&D support 
treatment variable to summarize the OLS results. Table 5 compares the estimation 
that integrates the difference-in-differences, the matching method and the OLS 
regression with only the DID OLS regression and DID matching estimation 
methods. Compared to the other outcomes, the two-stage integrated analysis 
(DID+Matching+OLS) demonstrates a statistically significant causal effect on 
most performance indicators, except for the value added increment. 

In sum, government R&D support has contributed significantly to debt and 
equity financing of SMEs. Utilizing such funds, firms expanded their investments 
in intellectual property, relational assets, tangible assets and human capital. The 
recipients of government support achieved an approximate 5%p increase in debt 
financing and an increase of over 300 million won in equity financing due to their 
advantageous position in acquiring the government’s technology guarantees and 
fund of funds.9 Among the indicators of capabilities/assets, R&D investment and 
IP rights registrations have consistently shown considerable gains of 100%p and 
30%p, respectively, while marketing investment, deemed to be strongly 
complementary with regard to intellectual property, gained over 20%p. Tangible 
assets and human capital posted small but significant gains in investment growth. 
However, while R&D support has served successfully as a catalyst for private-
sector investment, it has not enhanced the operating performances of the recipients. 
Most have failed to see improvements in their value added compared to their non-
recipient counterparts, even recording significant negative growth in sales and 
operating profit.10 

Table 6 summarizes the treatment effect according to the amount of support. 
This table shows that the negative effects on value added, operating profit and sales 

 
9SMEs are significantly influenced by the government’s fund of funds, while large and mid-range firms that 

rely on the public stock market are less influenced by whether or not they receive government support. 
10The analysis of the increments after three years reveals similar results. Two- or three-year performance 

tracking after the completion of R&D may appear to be too short to evaluate the economic effects, but according 
to the 2016 Survey on Technology of SMEs (2017), SMEs reported that it took an average of 10.4 months from 
technology development to commercialization (5.4 months for development → 5.0 months for commercialization) 
and an additional 7.9 months to establish sales channels. Most R&D support programs for SMEs are more akin to 
short-term projects that are focused on improving competitiveness in existing products, and thus enough time is 
given to evaluate the performance of the support program. In the empirical analysis of the US SBIR program by 
Edison (2010), a significant increase in sales was observed starting one year after the support. This study intended 
to check whether the additional government support could improve recipients’ economic performances 
significantly compared to those of non-recipients whose investment amounts for all capabilities including R&D 
were similar to those of their counterparts. In particular, value added embraces input indicators such as R&D 
investment, meaning that an increase in this metric would exceed the average if the operating profit does not 
shrink to offset the increase in inputs. Furthermore, when the evaluation targets longer periods, the effects from the 
respective support methods tend to dissipate due to the growing impact from other noise sources. Oh and Kim 
(2017) confirmed waning or stagnating effects in all indicators, except for the debt increase rate, beyond three 
years after the support was provided. 
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TABLE ―5 SUMMARY ANALYSIS OF THE TREATMENT EFFECT ON THE INCREMENT OF 
TEN PERFORMANCE INDICATORS AMONG SMES IN THE MATCHED DATASET 

(Unit: 1,000 won; log transformation) 

Dependent variables 
(∆௧ାଶ) 

DID+OLS DID+Matching DID+Matching+OLS 
Benefit Significance Benefit Significance Benefit Significance 

Value added -106,153 0.258 -196,123 0.039* 38,159 0.672 
Operating profit -119,247 0.000** -70,437 0.069 -109,879 0.001** 

ln (sales) -0.069 0.000** 0.015 0.253 -0.045 0.000** 
ln (debt) -0.013 0.170 0.050 0.000** 0.047 0.000** 

Equity financing 212,583 0.004** 86,742 0.509 344,495 0.008** 
ln (R&D investment) 1.002 0.000** 0.870 0.000** 1.140 0.000** 

ln (IP rights registrations) 0.294 0.000** 0.289 0.000** 0.289 0.000** 
ln (human capital) 0.004 0.783 0.019 0.091 0.024 0.026* 
ln (tangible assets) -0.085 0.000** 0.059 0.000** 0.048 0.000** 

ln (marketing investment) 0.215 0.000** 0.212 0.000** 0.239 0.000** 

Note: * and ** correspondingly denote statistical significance at the 5% and 1% levels. 

  
TABLE 6—OLS ANALYSIS COMPARISON OF TREATMENT EFFECTS BY FUND SIZE: MATCHED SMES 

(Unit: 1,000 won; log transformation) 

Dependent variables
(∆௧ାଶ) 

0-100 million won 100-200 million 200-500 million 500-million  Adj. ܴଶ Estimate Signif. Estimate Signif. Estimate Signif. Estimate Signif.  

Value added 168,283 0.323 72,059 0.598 180,450 0.152 -324,564 0.033*  0.122 

Operating profit -13,125 0.835 -56,782 0.260 -35,028 0.451 -367,146 0.000**  0.275 

ln (sales) -0.057 0.004** -0.024 0.135 -0.023 0.111 -0.098 0.000**  0.346 

ln (debt) 0.039 0.003** 0.046 0.000** 0.048 0.000** 0.052 0.000**  0.166 

Equity financing 197,290 0.421 271,809 0.166 358,833 0.048* 526,427 0.016*  0.043 

ln (R&D investment) 0.826 0.000** 1.241 0.000** 1.237 0.000** 1.099 0.000**  0.220 

ln (IP rights 
registrations) 

0.209 0.000** 0.235 0.000** 0.278 0.000** 0.437 0.000**  0.331 

ln (human capital) -0.061 0.003** 0.022 0.174 0.038 0.010* 0.068 0.000**  0.130 

ln (tangible assets) 0.071 0.004** 0.043 0.031* 0.047 0.010* 0.038 0.089  0.137 

ln (marketing 
investment) 

0.184 0.016* 0.322 0.000** 0.146 0.009** 0.319 0.000**  0.158 

Note: * and ** correspondingly denote statistical significance at the 5% and 1% levels. 

 
are substantial and statistically significant when the support amount exceeds 500 
million won. The positive effect on debt is statistically significant for all sizes and 
increasing moderately along with the size of support. The positive effect on equity 
financing is statistically significant only when the support amount exceeds 200 
million won. The positive effect on R&D investment is the largest in the 100-500 
million won range, and the positive effect on IP rights registrations and human 
capital investment is the largest when support exceeds 500 million won. 

 
V. Exploratory Models to Improve the Selection of Recipients 

  
Because firms that receive government support tend to have superior capabilities 

to non-recipient firms, causal effects must be cautiously estimated to avoid 
overestimation from a simple comparison between recipients and non-recipients. 
However, contrary to expectations, Table 2 revealed lower growth rates of recipient 
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firms, and an ensuing estimation of the causal effects in Table 4-6 demonstrated 

that they were not due to negative treatment effects in most cases. Consequently, 

we can suspect that government support tends to be distributed to firms with low-

growth potential rather than to firms with high-growth potential. To verify our 

suspicion, a prediction model of the value added increment after two years is 

tested. 

A decision-tree algorithm builds a tree top-down from a root node and partitions 

the data into subsets that contain similar values through a reduction of the Gini 

index or variance. As the nodes and layers of a decision tree increase, the predictive 

power of the algorithm improves but its visualization becomes more difficult. To 

optimize the trade-offs when presenting results, we limit the number of final nodes 

to less than ten. Figure 2 shows the population split into six subgroups (nodes) after 

applying a decision-tree model known as the „causal conditional inference trees 

algorithm‟ to the value added increment after two years using our 17 covariates. 

According to the figure, firms with three or more IP rights registrations per year 

(node 11) account for a mere 1% of all firms but 11% of the recipients. It is 

probable that they were selected based on technology competence indicators, but 

their value added exhibits the largest decrement of -8.7 billion won. On the other 

 

 
 

Number of firms 
Final Node 

Total 
3 4 8 9 10 11 

Non-recipients 
7,150 
(1.8%) 

3,253 
(0.8%) 

113,580 
(29.2%) 

253,914 
(65.3%) 

7,661 
(2.0%) 

2,996 
(0.8%) 

388,554 
(100%) 

Recipients 
626 

(4.2%) 
776 

(5.3%) 
3,990 

(27.1%) 
7,454 

(50.5%) 
294 

(2.0%) 
1,604 

(10.9%) 
14,744 
(100%) 

Total 
7,776 

(1.9%) 

4,029 

(1.0%) 

117,570 

(29.2%) 

261,368 

(64.8%) 

7,958 

(2.0%) 

4,600 

(1.1%) 

403,301 

(100%) 

 

FIGURE 2. DECISION-TREE MODEL THAT PREDICTS THE VALUE ADDED INCREMENT (∆𝑡+2)  
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hand, small firms (node 9) with two or fewer IP rights registrations per year 
account for two thirds of all firms but only half of the recipients despite the fact 
that their value added increment is large at 100 million won on average. In other 
words, firms with high growth prospects were the majority but a smaller proportion 
were selected as recipients, while those with low growth prospects were in the 
minority but a larger proportion were recipients. Consequently, the value added 
growth of the recipients is lower than average. 

Even if the average causal effect of a policy on the entire population is 
statistically significant, some subgroups may be affected either insignificantly or in 
the opposite direction. On the other hand, policies with insignificant average 
effects on the population may affect some subgroups either positively or negatively 
to a statistically significant level. 

Athey et al. (2016) develop a causalTree algorithm that adopts a random-forest 
prediction algorithm to estimate heterogeneous treatment effects. Random-forest 
algorithms allow for the flexible modeling of high-dimensional interactions by 
building a large number of decision trees from randomly extracted bootstrap 
samples and averaging their predictions. Wager and Athey (2017) require the 
individual trees to satisfy a fairly strong condition, which they call honesty: a tree 
is honest if, for each training example i , it only uses the response iY  to estimate 

the within-node treatment effect or to decide where to place the splits, but not both. 
When placing splits, an honest tree approach ignores the outcome data iY  and 

instead trains a classification tree for the treatment assignments. Such “propensity 
trees” are particularly useful in observational studies because selection bias due to 
variations in ( )e x  can be minimized. This approach, which matches training 
examples based on the estimated propensity, is similar to propensity score 
matching. Although a randomized experiment is ideal, heterogeneous treatment 
effects for subgroups can be estimated from observational data if matched samples 
from the control group are very similar to those in the treatment group (Prust and 
Prasad, 2015). 

Subgroups are derived using performance indicators and the 17 covariates and 
are sorted in descending order of the low treatment effects and aggregated into 
decimal groups. Table 7 shows the average causal effect on the value added 
increment for each decimal group. It compares the causal effect and observed 
difference for each decile group and indicates the portion of the beneficiary 
companies in each group, along with the average firm attribute values (across the 
17 covariates) of both the experimental and control groups that belong to each 
decimal subgroup. 

Figure 3 shows that deciles 1-4 are positive and deciles 5-10 are negative. These 
results imply that government support had an insignificant impact on the value 
added increment of the entire population, not because there was no positive impact 
at all but because the significant positive effect experienced by numerous recipients 
was offset by the negative impact experienced by the majority. The bottom decile 
10 in particular shows the largest negative effect, with most firms having high 
value added and high equity levels, numerous IP rights registrations, long histories 
and high proportions of IPOs at the time of the support. 

The model that estimates heterogeneous treatment effects can predict the subgroup 
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TABLE 7— COMPARISON OF THE CAUSAL EFFECT ON VALUE ADDED INCREMENT (∆𝑡+2) FOR EACH 

DECIMAL SUBGROUP OF THE MATCHED SMES 

(Unit: 1,000 won; log transformation) 

Characteristics 
Decile 

Total 
1 2 3 4 5 6 7 8 9 10 

Observations 2,760 2,587 2,584 2,497 2,488 2,525 2,548 2,507 2,656 2,425 25,577 

Causal effect 319 91 39 6 -21 -48 -82 -136 -298 -1,690 -171 

Observed difference -47 313 199 179 140 152 229 256 279 -317 140 

Portion of recipients 0.504 0.508 0.467 0.481 0.493 0.506 0.492 0.476 0.497 0.655 0.507 

Value added 5,994 2,442 1,778 1,552 1,476 1,671 1,898 2,517 4,835 7,280 3,162 

Sales 16.699 15.527 15.154 14.935 14.824 14.901 15.126 15.349 16.238 16.469 15.534 

Operating profit 1,727 608 404 352 326 360 419 581 1,132 998 701 

Equity financing 10,773 3,987 2,720 2,249 2,141 2,344 2,790 3,783 8,241 30,224 6,870 

Debt 15.922 14.791 14.420 14.246 14.127 14.250 14.485 14.789 15.633 16.469 14.920 

Tangible assets 15.134 13.661 13.223 13.001 12.911 13.126 13.539 13.885 14.948 15.817 13.933 

Human capital 14.555 13.570 13.298 13.172 13.127 13.247 13.440 13.633 14.324 14.724 13.716 

Marketing investment 10.009 8.042 7.452 6.854 6.497 6.568 6.782 7.338 8.697 9.796 7.823 

R&D investment 12.212 10.883 10.914 10.809 10.904 11.211 11.213 11.379 11.627 11.722 11.295 

IP rights registrations 0.701 0.508 0.463 0.435 0.423 0.396 0.453 0.466 0.588 0.890 0.533 

Firm age 13.641 10.153 8.997 8.917 8.846 9.047 9.631 10.435 12.944 15.670 10.844 

Firm size 1.756 1.375 1.245 1.198 1.178 1.189 1.237 1.336 1.589 1.733 1.387 

Ratio of venture firms 0.559 0.595 0.615 0.633 0.637 0.633 0.603 0.594 0.553 0.477 0.590 

IPO ratio 0.782 0.372 0.246 0.188 0.169 0.198 0.246 0.373 0.666 0.842 0.411 

Ratio of affiliate firms 0.001 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.001 0.005 0.001 

Firm region 1.927 2.234 2.184 2.035 2.065 2.025 2.057 1.990 2.351 2.139 2.101 

Industry group 1.993 1.928 1.940 1.983 1.982 2.013 1.987 1.977 2.022 2.151 1.997 

  

 
FIGURE 3. COMPARISON OF TREATMENT EFFECTS BY DECILE: 

VALUE ADDED INCREMENT IN MATCHED SMES 

 

into which each firm will fall. Accordingly, if government support assigned for 

recipients in the bottom six deciles (that are expected to exhibit negative effects) is 

redistributed to non-recipients in the top four deciles (that are expected to exhibit 

the opposite), positive treatment effects would expand two fold or more. 
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Although we introduced the prediction model and the heterogeneous causal 
effect model only for the value added increment in this article, we can also do this 
for the nine other performance indicators as well. Depending on the future 
application, one can select a few of the performance indicators or allocate 
appropriate weights to set up a customized model for analysis. 

If the aforementioned models that predict the growth potential and heterogeneous 
causal effect are elaborated further in subsequent studies, it would be possible to 
select recipient firms with more growth potential and better treatment effects, 
which will in turn help to accelerate their growth. There exist sufficient records of 
support for medium-sized firms with which one can accurately predict their growth 
prospects and treatment effects. However, this is not the case for small firms with 
little experience in R&D and IP rights registrations, which means that there is not 
enough data, as of yet, to develop a predictive model to produce accurate estimates 
of policy effects in these cases. Therefore, this study suggests that experiments to 
expand support to smaller firms should be undertaken to explore the corresponding 
causal effects. 

 
VI. Conclusion and Policy Suggestions 

 
When consumer needs are ambiguous or change rapidly, the sequential 

completion of R&D is likely to result in a waste of time and money. Rather, the 
agile development method may be more effective, as it enables the early release of 
prototypes to potential customers so that firms receive feedback and make prompt 
changes. In other words, shortening the ‘time to the market’ has become 
imperative, and such an environment offers more opportunities to SMEs and 
startups whose business strengths are in speed and flexibility. To keep pace with 
the rapid evolution of today’s business R&D climate, government R&D support 
programs must be upgraded with more flexible operating systems in which active 
exchanges of feedback take place between those involved in R&D experiments and 
market verification. 

First, with respect to recipient selection, a predictive model should be developed 
and utilized in phases while shifting away from the existing selection model, which 
is heavily dependent on qualitative evaluations by technology experts. As of 2016, 
22 special agencies for R&D management in Korea spent more than two trillion 
won on operating costs, which exceeds 10% of the national R&D budget.11 
Government R&D support programs for the private sector have incurred massive 
administrative costs on ex-ante, mid-term and ex-post evaluations, but recipients 
have exhibited slower growth than non-recipients. Howell (2017) found that even 
US programs saw no correlation between proposal review scores and corporate 
growth rates. Owing to the large uncertainties in the initial stages of research, even 
experts are unable to predict success more accurately than prediction models. 
Hence, it is cost-efficient to let prediction models select which firm should receive 

 
11The Hankyoreh, “Government R&D Budget Wasted on Management Expenses, Instead of Researchers,” 

Oct. 7th, 2016 (in Korean). 
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a small amount of research funding. 12  More policy experiments should be 
attempted to provide small grants to small firms, which have often been neglected 
in the recipient selection process. The government will be able to become a 
supporter rather than a manager by delegating the selection process to an 
algorithm. Only then can it focus on providing the necessary advice that can help 
inexperienced recipients conduct research in a more systematic manner. After the 
recipient firm completes the research, experts can judge the research output 
qualitatively and decide whether to provide follow-up funding instead of relying on 
the prediction model. However, it is not necessary to extend government support if 
the research result and commerciality are both excellent and hence the firm is 
likely to receive private financial support. Additional government support will be 
welcome only if the research result is satisfactory but its commercial viability 
remains ambiguous at that point. 

Secondly, evaluations should be focused on broader economic performance 
outcomes and not only on publications, IP rights and amounts of R&D investment. 
Accordingly, a selection model should be developed to optimize the evaluation 
results. The aforementioned evidence shows that firms with three or more patents 
registered per year exhibit negative growth on average. The government must now 
discard the old belief that more patents automatically lead to greater corporate 
growth. The Korean government already has integrated data on ministerial R&D 
projects, which could be used to formulate evidence-based policies. However, 
insufficient action has been taken thus far with regard to policy planning, 
implementations and evaluations in relation to market and financial data. Attempts 
to realize such policy formulations should be initiated by those in ministries 
working for industrial innovation, with the goal of driving the fourth industrial 
revolution. 
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Higher Education, Productivity Revelation and 
Performance-pay Jobs† 

By JISUN BAEK AND WOORAM PARK* 

This paper examines the differences between the subsequent careers of 
high school and college graduate workers based on a direct role of 
college graduation with regard to the revelation of workers’ individual 
abilities. Using NLSY79, we document a positive relationship between 
off-the-job training/performance-pay jobs and ability for high school 
graduates at the early stages of their careers. However, this relationship 
is less prominent for college graduates. Moreover, we show that high 
ability is associated with more jobs, which reflects higher job mobility, 
only for high school graduates. We argue that these patterns are the 
result of productivity-revealing behavior of high school graduates, 
whose individual abilities, unlike college graduates, is not observed 
precisely at the beginning of their careers. 

Key Word: Productivity Revealing, Off-the-job Training, NLSY79, 
Performance-pay Jobs, Job Mobility, College Education 
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  I. Introduction 
 

ince Spence (1973), one of well-known functions of higher education has been 
to signal ability. In the traditional signaling model, individuals with high ability 

reveal their ability by sorting into higher education. However, a recent paper by 
Arcidiacono, Bayer, and Hizmo (2010) (ABH (2010) hereafter) finds that college 
graduation plays a direct role in revealing the productivity of individuals to the 
labor market rather than simply categorizing these individuals as college graduates. 
In particular, ABH (2010) documents how the wages of college graduates are

 
* Baek: Associate Professor, KDI School of Public Policy and Management (e-mail: jbaek@kdischool.ac.kr); 

Park: (Corresponding author) Associate Fellow, Korea Development Institute (e-mail: woorpark@kdi.re.kr). 
* Received: 2018. 4. 17 
* Referee Process Started: 2018. 4. 20 
* Referee Reports Completed: 2018. 9. 11 
† This paper is based on Chapter 3 of WooRam Park’s Ph.D. dissertation with significant revisions. We are 

grateful for the many helpful comments and suggestions from Miguel Urquiola, Bentley MacLeod, Cristian Pop-
Eleches, Eric Verhoogen, Till von Wachter and the participants in the Columbia University Applied Microeconomics 
Colloquium. We would like to thank two referees who reviewed this manuscript and provided constructive 
suggestions. All errors are our own responsibility. 

S 



66 KDI Journal of Economic Policy NOVEMBER 2018 

correlated with their own abilities, whereas this is not the case for the wages of 
high school graduates, at least not in the beginning of their careers.1 There are 
several additional studies that document the pooling of young high school 
graduates. For instance, Bishop (1994) and Rosenbaum (1990) demonstrate that 
having both cognitive and non-cognitive skills—both of which are believed to be 
related to productivity—is not reflected in the wages of young high school 
graduates. Thus, at the early stages of their careers, high-ability high school 
graduates tend to be “pooled” with low-ability high school graduates. 

The goal of this paper is to document the effects of higher education on the post- 
schooling careers of workers based on the role of higher education, i.e., to reveal 
ability. In particular, based on evidence of the role of higher education in revealing 
ability, we argue that this role yields clear implications regarding workers’ 
productivity-revealing behaviors after they enter the job market. To be more 
accurate, if the individual abilities of high school graduates are not directly 
observable, high-ability high school graduates will not be appropriately 
compensated. Thus, their wages will be set based on the average ability of high 
school graduates. As a result, it is likely that high-ability high school graduates will 
engage in activities that will separate them from low-ability high school graduates 
after they start their careers. More specifically, we predict that high-ability high 
school graduates will be more likely to obtain off-the-job training and more likely 
to sort themselves into performance-pay jobs in which wages are closely related to 
individual ability. 

Unlike high school graduates, high-ability college graduates are not expected to 
engage in costly activities to separate themselves from those with low ability given 
that the abilities of college graduates are already apparent from the beginning of 
their careers. Thus, the probability of participating in off-the-job training and 
sorting into performance-pay jobs would not be positively correlated with the 
measure of ability among college graduates at the early stages of their careers. 
Moreover, we expect that high-ability high school graduates tend to have more jobs 
than their low-ability counterparts considering that they move to better jobs. 
However, college graduates will not necessarily exhibit this pattern. Specifically, 
as college graduates are assigned to jobs according to their abilities from the 
beginning of their careers, they do not have to change jobs at the cost of firm-
specific human capital. Thus, job mobility among college graduates will be 
determined by factors that are not related to worker abilities, such as a random job 
match between an employer and an employee. 

We examine these patterns of worker’s post-schooling behaviors using NLSY79 
data by documenting different relationships between AFQT scores and 
productivity-revealing activities across high school and college graduates. These 
patterns coincide with the prediction of the signaling model under a different 
degree of asymmetric information between employers and workers across the two 
groups. 

This paper contributes to the literature by illustrating the role of post-schooling 

 
1Many aspects of college education can identify the abilities of young college graduates; in Hoxby (1997), 

college students’ abilities are homogeneous within a university but heterogeneous across universities. Given the 
sorting of students by the ranking or selectivity of colleges, potential employers can obtain fairly accurate 
information about college graduates via the names of their alma maters. 
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signaling as a possible mechanism explaining how the wages of workers with only 
a high school degree eventually reflect their individual abilities. Since the seminal 
work of Farber and Gibbons (1996), the role of the employer learning on wage 
dynamics—young workers’ wages eventually being positively related to AFQT 
scores—is well documented by several papers (Altonji and Pierret, 2001; Bauer 
and Haisken-Denew, 2001). The basic employer learning model hinges on public 
or symmetric employer learning, assuming that the current employer’s information 
about the workers is shared with all potential employers. However, the existence of 
private or asymmetric learning of employers—and the game theory issues related 
to it—can complicate the plausible mechanism of employer learning. As a result, 
only a small number of papers such as Schönberg (2007) and Pinkston (2009) have 
proposed an employer learning mechanism that explains wage dynamics under 
private or asymmetric learning of employers. However, given the high mobility of 
high school graduates in the early stages of their career (Topel and Ward, 1992), it 
seems unrealistic that information about average young workers could be 
accumulated in a short time and then passed to outside employers through a rather 
complicated process without significant losses of the information. 

By focusing on the incentives of high-ability workers to reveal their productivity, 
this paper provides an alternative story regarding the wage dynamics of young 
workers. Unlike employers who do not have an incentive to reveal information 
about their high-ability workers, high-ability workers have a strong incentive to 
reveal their abilities to their potential employers through productivity-revealing 
activities. Because the worker will signal their abilities to all potential employers, 
one does not have to consider the transmission of information across employers. 
Moreover, explaining wage dynamics using workers’ incentives is more intuitive 
than relying on employer learning, as it emphasizes the role of workers who will 
actually gain from the revelation of productivity and its related wage increases.2 

The rest of this paper is organized into the following sections. Section II provides 
an overview of NLSY79 and the sample construction process. In Section III, we 
describe individuals' sorting behaviors into higher education and draw testable 
implications regarding subsequent aspects of post-schooling careers followed by 
the identification strategy and the estimating equations. In Section IV, we present 
the main empirical results that verify the hypotheses regarding productivity-
revealing activities and the number of jobs. Section V presents concluding remarks. 

 
II. Data 

 
To verify our hypotheses regarding workers’ post-school behaviors empirically, 

we use NLSY79 data for the period of 1979-2006. This dataset has been compiled 
at regular intervals (annually since 1979 and biannually since 1994). The 
respondents were aged between 14 and 22 at the beginning of the survey. The data 
have a number of advantages for analyzing post-schooling signaling behaviors. In 
particular, NLSY79 focuses on the early stage of respondents’ careers, when 

 
2Employers will be indifferent about the wage distribution in this setting as long as the average wage equals 

the average productivity of workers. 
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productivity-revealing activities are most likely to have an impact. Moreover, for 
the focused analysis of post-school behaviors here, information regarding workers’ 
abilities is essential. NLSY79 contains the results of AVSAB tests, which can be 
converted into AFQT scores. AFQT scores in NLSY79 are widely accepted as a 
pre-market measure of ability. Lastly, the data contain detailed information about 
the training of workers and their job characteristics, including the payment 
structures of jobs. 

For the main analysis, we restrict the sample to white males in order to avoid 
tracking career variations that may arise from differences in race and/or gender.3 
Following ABH (2010), we also limit the sample to the respondents who have 
completed 12 or 16 years of education and exclude high school dropouts and 
individuals who have completed some college education. We exclude respondents 
who have military jobs or, jobs without pay, who are self-employed in CPS (main) 
jobs, or who work for a family business. We also drop labor market experience 
accumulated before individuals left school for the first time. Furthermore, we 
restrict our scope of the analysis to individuals for whom the potential experience 
duration is less than 13 years, thereby focusing on the early stages of their careers.4 
Another reason for this sample construction stipulation, as explained in ABH 
(2010), is to keep the analysis simple by focusing on the approximately linear 
region of the relationship between log wages, AFQT scores, and potential 
experience. 

The measure of ability, i.e., the AFQT score, is constructed using the definition 
provided by the Department of Defense and is standardized according to the age of 
the individual at the time of the test. The construction of the performance-pay 
indicator variable follows the method used by Lemieux, MacLeod, and Parent 
(2009). The performance-pay indicator variable takes a value equal to one if the 
wages of CPS jobs include a variable-pay component, such as a bonus, commission 
or piece-rate structure. With regard to the off-the-job training variable, we follow 
Parent (1999) and reclassify 12 training categories into three groups: on-the-job 
training (OJT), off-the-job training (OFT) and apprenticeships. In particular, the 
OFT indicator variable takes a value equal to one if the respondent took any form 
of OFT, such as by attending a business college, a nursing program or a vocational-
technical institute, in a given year. We use the hourly wage rate of CPS jobs from 
the work history file as a measure of wages and obtain the real wage using the CPI 
index. The number of jobs in a given year is used as a proxy for the job mobility of 
workers. 

Table 1 shows the summary statistics of the main analysis of the sample. As 
expected, the average of log wages and the average AFQT scores are higher for 
college graduates than for high school graduates. College graduates are more likely 
to take performance-pay jobs and to obtain training. Additionally, the compositions 
of training differ between the two groups, as high school graduates are more likely 
to obtain OFT and apprenticeships and are less likely to obtain OJT. However, there 

 
3In Appendix, we include results based on all racial groups. These results are consistent with our main 

findings. 
4Potential experience is defined as the number of years since a respondent initially finished their schooling. 
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TABLE 1—SUMMARY STATISTICS 

 
High School College Total 

Mean S.D. Mean S.D. Mean S.D. 

AFQT 0.323 0.797 1.272 0.454 0.595 0.835 

Potential Experience 6.213 3.309 5.346 3.051 5.966 3.261 

Log of Real Wage 6.409 0.474 6.837 0.537 6.530 0.529 

Number of Jobs 4.621 3.746 2.982 2.588 4.156 3.535 

Performance-pay Jobs (%) 24.12  38.94  28.93  

Training (%) 11.22  18.42  13.25  

Off-the-Job Training (%) 50.63  38.11  45.73  

On-the-Job Training (%) 41.79  67.19  51.73  

Apprenticeship (%) 11.11  3.54  8.15  

Region (%)       

Northeast 19.94  27.88  22.18  

North Central 35.87  28.44  33.77  

South 27.20  28.77  27.64  

West 16.99  14.91  16.40  

Urban Residence (%) 71.85  87.48  76.24  

Number of Observations 7,716  3,058  10,774  

Number of Individuals 988  437  1,425  

Note: The average and standard deviations are calculated over individual-by-year observations coming from a 
panel of 1979-2006. S.D. stands for standard deviation. Please refer to Section II for a detailed description of the 
variables. 

 
is little difference in the number of jobs per year between college and high school 
graduates. 

 
III. Empirical Framework 

 
In this section, we describe individual’s sorting behavior into higher education 

and draw testable implications regarding subsequent aspects of post-schooling 
careers. This is followed by descriptions of the identification strategy and the 
estimating equations. 

In order to illustrate workers’ postgraduate productivity-revealing activities, we 
assume that each worker has innate ability a , distributed as ( )F a , and that 
employers do not have direct information about any individual worker’s innate 
ability. First, an individual decides whether they will sort themselves into higher 
education or not. Under the commonly acknowledged assumptions of returns and 
the cost of engaging in higher education, a certain percentage of individuals from 
the top of the ability distribution have incentives to participate in higher education. 
Specifically, there is an ability cutoff *a  such that individuals whose ability is 
greater than *a  would receive higher education. Individuals who decide to 
receive higher education become college graduates and individuals who decide not 
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to enter higher education remain high school graduates.5 After individuals finish 
their schooling and enter the job market, they then decide whether to engage in 
activities that will further reveal their abilities. Employers know that the average 
ability of college graduates is higher than the average ability of high school 
graduates. Moreover, given the role of higher education in revealing ability, college 
graduates will receive wages according to their individual abilities. However, with 
regard to wages, high school graduates will be pooled at the beginning of their 
careers, as employers cannot verify the individual abilities of fresh high school 
graduates. Thus, the wages of college graduate workers are positively correlated 
with their ability a , whereas the wages of high school graduates at the beginning 
of their careers will be the expected ability of high school graduate workers, 

( | *)E a a a , regardless of individual abilities a  assuming a perfectly 
competitive labor market. 

Thus, given these initial wages of high school graduates, some portion of high-
ability high school graduates have incentives to engage in productivity-revealing 
activities to separate themselves from low-ability high school graduates and 
ultimately to gain compensation for their individual abilities. However, high-ability 
college graduates will not engage in costly productivity-revealing activities 
because they are already separated from both high school graduates and low-ability 
college graduates. We exploit this predicted difference in productivity-revealing 
activities, such as participation in off-the-job training and taking performance-pay 
jobs, between high school and college graduates to identify the effects of higher 
education on an individual’s postgraduate career. In addition, we argue that job 
mobility will exhibit different patterns among high school and college graduates. 

 
A. Off-the-Job Training 

 
The literature on training mainly focuses on the human-capital-mediated effect 

of training on wage increases or job mobility (Lynch, 1991; 1992; Parent, 1999). In 
contrast, here we view training mainly as a means of revealing worker productivity. 
In particular, off-the-job training (OFT) is similar to schooling in the sense that the 
worker pays the cost of the training, while the contents of the training are not firm- 
specific. Given the similarities between off-the-job training and schooling, off-the- 
job training can be used as a signaling device. Thus, as traditional signaling theory 
(Spence, 1973) would predict, high-ability workers will be more likely to obtain 
OFT than their low-ability counterparts if they are not differentiated from their 
low-ability counterparts. 

Therefore, for high school graduates whose abilities are not revealed at the 
beginning of their careers, the probability of receiving off-the-job training will be 
positively related to their AFQT scores, as high-ability high school graduates 
would participate in OFT to reveal their ability. However, for college graduates 
whose individual abilities are already apparent, the probability of obtaining OFT 
will not necessarily depend positively on measured ability. Moreover, because the 

 
5It is important to note that the predictions and implications drawn in this section will be independent of 

whether the return is from signaling or human capital accumulation. That is, motivation for education does not 
matter as long as high-ability individuals proceed to higher education. 
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return from being separated from low-ability workers decreases with time, the 
probability of obtaining OFT will decrease more rapidly with experience for high-
ability high school graduates compared to their low-ability counterparts. In other 
words, the experience gradient will be steeper for high-ability high school 
graduates whose motivation for taking OFT is positively affected by both signaling 
(productivity revealing) and human capital accumulation. However, we do not 
expect different experience gradients across abilities among college graduates 
given that high-ability college graduates do not have additional incentives to 
receive OFT in the early stages of their careers. 

If OFT functions as a productivity-revealing device, one may consider that high-
ability high school graduates would also be separated from low-ability high school 
graduates as soon as they take OFT and thus would be paid according to their 
ability. However, the strength of the signal from OFT is weaker than that of college 
education. Therefore, the ability of high school graduate workers with OFT would 
be revealed gradually, unlike college graduates. 

 
B. Performance-pay Jobs 

 
A recent paper by Lemieux, MacLeod, and Parent (2009) asserts that due to 

imperfect information about workers, high-ability workers will have an incentive to 
sort themselves into performance-pay jobs so that they can reveal their high 
productivity and receive wages that more closely reflect their abilities. Lemieux, 
MacLeod, and Parent (2009) supports this argument by comparing the average 
AFQT score for workers in performance-pay jobs with that of workers in non-
performance-pay jobs. Adopting their view on performance-pay jobs, one can 
categorize sorting behavior into performance-pay jobs as a means to reveal the 
productivity of individual workers. Thus, given the role of higher education, the 
relationship between ability and having a performance-pay job among high school 
graduates will be different from that among college graduates. 

To be more specific, because high school graduates are pooled with each other at 
the beginning of their careers, high-ability high school graduates would try to take 
performance-pay jobs and receive pay in relation to their individual abilities. 
However, unlike high school graduates, high-ability college graduates are already 
distinguished from their low-ability counterparts at the beginning of their careers. 
Thus, high-ability college graduates will have little incentive to choose to take 
performance-pay jobs and pay additional monitoring costs to reveal their high 
abilities. In other words, it is not necessary for high-ability college graduates to sort 
themselves into performance-pay jobs; in fact it could be considered wasteful in the 
early stages of their careers. 

In sum, the probability of obtaining performance-pay jobs will depend positively 
on AFQT scores among high school graduates in the early stages of their careers, 
whereas among college graduates, the correlation between the probability of 
working at a performance-pay job and the AFQT score will not be positive.6 

 
6A difference in the probability of working at performance-pay jobs between high school and college graduate 

workers can still exist, as college graduates are more likely to sort themselves into performance-pay jobs. This fact 
does not contradict our explanation given that the difference between average high school and college graduates 
can be explained by other factors, such as differences in the job characteristics of college and high school 
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C. Number of Jobs 
 

The positive relationship between wage increases and job mobility for young 
high school graduates has been well documented by Topel and Ward (1992). They 
interpret the results as supportive evidence of the search theory, viewing job 
mobility as an important means of wage increases and as a step toward stable long-
term employment for high school graduates.7 

In our paper, we examine the number of jobs that workers take in a given year. 
This number is regarded as a measure reflecting the job mobility of workers. In 
particular, high-ability high school graduates will be more likely to exhibit higher 
job mobility than low-ability high school graduates as they engage in productivity-
revealing activities to differentiate themselves from their low-ability counterparts 
and to move to better jobs. Thus, there will be a positive relationship between wage 
increases and the number of jobs among high school graduates, as high-ability high 
school workers seek and switch to better jobs with higher wages. Moreover, as 
high-ability high school graduates obtain the jobs they deserve, the incentive to 
move to other jobs will decrease over time and their careers will eventually 
stabilize. This implies that the negative relationship between the number of jobs 
and potential experience will be stronger for the high-ability high school graduates 
than for low-ability high school graduates. 

However, high-ability college graduate workers will not have an incentive to 
move between jobs at the cost of firm-specific human capital, as college graduates 
are offered jobs according to their individual abilities from the beginning of their 
careers. That is, high-ability college graduate workers will not have to engage in 
costly job searches and endure the related job mobility to separate themselves from 
their low-ability counterparts in the early stages of their careers. 

 
D. Estimating Equation 

 
In this section, we document the different patterns of the relationship between 

ability and outcomes among high school and college graduates discussed in the 
earlier part of this section. We claim this difference as evidence supporting the 
effects of higher education on the subsequent careers of workers. To be specific, 
we verify a positive relationship between the incidence of productivity-revealing 
activities and ability among high school graduates, while we find a non-positive 
relationship among college graduates. We attribute this difference between the two 
groups to differences in their participation rates of productivity-revealing activities 
given the role of college graduation. 

The main empirical specification closely follows employer learning literature 
and regresses the outcome variable on a measure of ability, potential experience, 
and the interaction between the two (Altonji and Pierret, 2001). The following 
equation will be estimated separately for high school graduate and college graduate 
workers, 

                                                                                                          
graduates. 

7Unlike Topel and Ward (1992), Neumark (2002) views job mobility as a wasteful procedure. He argues that 
judgments of job mobility can differ between high school and college graduates. 
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(1)  0 1 2 ( ) Xit i i it it it t itY AFQT AFQT Exper f Exper e            , 

where itY  is the outcome variable, in this case the wage of worker i  in time t , 

the number of jobs held in a given year, and a dummy variable for having a 
performance-pay job and engaging in off-the-job training. itExper  represents i ’s 

potential experience at time t  and ( )itf Exper  is a function of itExper . In the 

main analysis, we adopt a third-order polynomial function for potential experience. 
Xit  includes the control variables such as the region of residence. The error term 

ite  is clustered at the individual level. 

The coefficient of iAFQT , 1 , indicates the correlation between the outcome 

variable and AFQT score at the beginning of an individual’s career—when their 
potential experience is equal to zero. The coefficient of the interaction term, 2 , 

captures the difference in the correlation between experience and outcome across 
workers with different abilities. Our hypothesis will be supported by examining the 
differences in the statistical significance and the signs of the coefficients in each 
group. 

 
IV. Results 

 
This section provides empirical results that verify our hypotheses regarding 

participation in the productivity-revealing activities and job mobility of workers. 
We perform a regression analysis using equation (1) with various dependent 
variables, in this case indicators of receiving OFT and taking performance-pay jobs 
separately for high school graduate and college graduate samples. Tables 2 through 
5 report the results from the regression for each group of workers for the dependent 
variables, and they also provide p-values from tests comparing the coefficients 
based on the two different samples. Specifically, columns (1) and (3) of each table 
report the result of estimating equation (1) without the interaction term between 
AFQT and potential experience for high school and college graduates, respectively. 
Therefore, the estimated coefficients of AFQT in columns (1) and (3) indicate the 
overall relationship between AFQT and the outcome variable for the first 13 years 
of the workers’ careers. Columns (2) and (4) report the estimation result of the 
equation (1) for high school and college graduates, respectively. 

 
A. Does Higher Education Fulfill the Role of Revealing Ability? 

Replication of ABH (2010) 
 

Before we present our main results, we present the regression result using wage 
as a dependent variable, which will confirm that our main sample exhibits a result 
regarding wage dynamics identical to that in ABH (2010). That is, we show that 
the wages of college graduate workers are correlated with their own abilities at the 
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beginning of their careers, while the wages of high school graduate workers are 
not, at least in the beginning of their careers. Table 2 presents the results from 
estimating equation (1) with the log of real wage as an outcome variable separately 
for high school graduates and college graduates. It shows that our results regarding 
wages are qualitatively similar to those in ABH (2010). In particular, the AFQT 
coefficient in column (2) is positive but small and statistically insignificant, which 
implies that the wages of high school graduates do not reflect their cognitive 
abilities at the beginning of their careers — when their potential experience is zero. 
The positive and significant coefficient of the interaction term between AFQT 
scores and potential experience implies that the wages of high school graduates 
eventually reflect their individual abilities. In other words, high school graduates 
are pooled with each other at the beginning of their careers but are eventually 
separated by their AFQT scores. On the other hand, the coefficient of the AFQT 
score estimated with the college graduate sample, shown in column (4), is sizable, 
positive and significant, whereas the interaction term is small and insignificant. 
This result implies that college graduates are separated by their AFQT scores from 
the beginning of their careers and that the additional separation associated with 
experience is insignificant, unlike high school graduates. Taking into account that 
the variations in the AFQT scores are much smaller among college graduates than 
among high school graduates, this result appears to provide strong support for the 
argument that higher education has a productivity-revealing role. 

 
TABLE 2—REPLICATING ABH (2010) 

 
High School College 

Test: College=HS 
P-value 

(1) (2) (3) (4) (5) (6) 

AFQT 
0.0765***

(.016) 
0.00150 
(.0173) 

0.191*** 
(.0431) 

0.152** 
(.0599) 

0.013 0.015 

Exper/10 
1.192*** 
(.1931) 

1.172*** 
(.1937) 

1.314*** 
(.3793) 

1.185*** 
(.3718) 

0.775 0.976 

AFQT*Exper/10  
0.113*** 
(.0243) 

 
0.0617 
(.0902) 

 0.582 

Adjusted R-squared 0.133 0.154 0.139 0.150   

N 7,406 7,194 2,970 2,850   

Additional Controls No Yes No Yes No Yes 

Note: All specifications include a year fixed effect and squared and cubic terms for potential experience. 
Specifications (2) and (4) additionally control for the location of the residence and an urban residence. In columns 
(5) and (6), we report the p-values for the difference in the coefficients from specifications (1) and (3) as well as 
(2) and (4), respectively. Standard errors in parentheses are clustered at the individual level. *** significant at the 
1% level, ** significant at the 5% level, * significant at the 10% level.   
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B. Off-the-Job Training 
 

Table 3 summarizes the results regarding off-the-job training separately for the 
high school graduate and college graduate samples. For high school graduates, the 
AFQT coefficient in column (2) is positive and statistically significant, which 
implies that high-ability high school graduates are more likely to engage in OFT 
than their low-ability counterparts at the beginning of careers. Moreover, the 
negative coefficient of the interaction term between AFQT scores and potential 
experience implies that high-ability high school graduates are more likely to 
undertake an OFT at the beginning of their careers compared to low-ability high 
school graduates. This result also supports our hypotheses, as the return for 
revealing productivity through OFT is higher in the early stages of a career. Thus, 
high-ability high school graduates will engage in OFT more intensively in the 
earlier stages of their careers. 

The results based on the college graduate sample show a different pattern. They 
show that the probability of engaging in OFT does not depend positively on the 
AFQT scores in the early stages of their careers, as the AFQT coefficient in 
column (4) is not statistically significant. The positive coefficient of the interaction 
term between AFQT scores and potential experience is evidence against the 
possibility of OFT being used as a productivity-revealing device for high-ability 
college graduates. If OFT is used as a productivity-revealing device for high-ability 
college graduate workers, they would have received OFT more in the early stages 
of their careers and the coefficient of AFQT and the interaction term would 
accordingly have exhibited the same patterns as they do for high school graduates. 
Overall, the evidence supports the contention that for college graduates, revealing 
productivity is not a dominant motivation for receiving OFT. 

 
TABLE 3—OFF-THE-JOB TRAINING 

 
High School College 

Test: College=HS 
P-value 

(1) (2) (3) (4) (5) (6) 

AFQT 
0.0121***

(.0038) 
0.0258***

(.0075) 
0.000374 
(.0129) 

-0.0396 
(.0245) 

0.382 0.010 

Exper/10 
-0.497***

(.1219) 
-0.481***

(.1237) 
-0.0561 
(.1857) 

-0.152 
(.1989) 

0.047 0.160 

AFQT*Exper/10  
-0.0235**

(.0114) 
 

0.0790** 
(.0364) 

 0.007 

Adjusted R-squared 0.008 0.009     

N 6,769 6,573 2,683 2,576   

Additional Controls No Yes No Yes No Yes 

Note: All specifications include a year fixed effect and squared and cubic terms for potential experience. 
Specifications (2) and (4) additionally control for the location of the residence and an urban residence. In columns 
(5) and (6), we report the p-values for the difference in the coefficients from specifications (1) and (3) as well as 
(2) and (4), respectively. Standard errors in parentheses are clustered at the individual level. *** significant at the 
1% level, ** significant at the 5% level, * significant at the 10% level.  
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C. Performance-pay Jobs 
 

As discussed earlier in Section III. B, high school graduates with high ability 
would have an incentive to work at performance-pay jobs in the early stages of 
their careers in order to receive pay reflecting their individual abilities, whereas 
college graduates would have limited incentives to choose performance-pay jobs. 
Therefore, if our hypotheses are correct, we would find a positive coefficient of 
AFQT scores for high school graduates according to equation (1) with an indicator 
of having a performance-pay job as an outcome variable. For college graduates, we 
expect a non-positive AFQT coefficient. 

Note that our main specification for the result regarding performance-pay jobs 
will only have the AFQT score and measure of potential experience as the main 
independent variables due to data limitations. The data from the question about 
performance-pay jobs were collected between 1988 and 1990 and between 1996 
and 2000, when most of respondents had already gained approximately from 7 to 8 
years of potential experience. As a result, the estimation of 1  in equation (1), 

which estimates the AFQT scores and the outcome at the beginning of workers’ 
careers, will be unreliable when we include the interaction between AFQT scores 
and potential experience. Moreover, because the collection of information about 
performance pay is not continuous, 2 , which estimates the relationship between 

performance pay and experience, will also be unreliable. Thus, we only look at 
whether sorting into a performance-pay job depends on AFQT for the first 13 years 
of the workers’ careers. Thus, the our hypotheses will be verified by examining 
whether there is a difference in the relationship between having a performance-pay 
job and ability in the first 13 years of an individual’s career across the two groups. 

 
TABLE 4—PERFORMANCE-PAY JOBS 

 
High School College 

Test: College=HS 
P-value 

(1) (2) (3) (4) (5) (6) 

AFQT 
0.0351** 
(.0138) 

0.153** 
(.0605) 

-0.0334 
(.0481) 

-0.209** 
(.0939) 

0.171 0.002 

Exper/10 
1.275 

(1.176) 
0.858 

(1.227) 
2.213*** 
(.7505) 

2.103*** 
(.7695) 

0.501 0.390 

AFQT*Exper/10  
-0.118* 
(.0669) 

 
0.307** 
(.1436) 

 0.007 

Adjusted R-squared 0.003 0.007 0.018 0.027   

N 1,917 1,898 933 922   

Additional Controls No Yes No Yes No Yes 

Note: All specifications include a year fixed effect and squared and cubic terms for potential experience. 
Specifications (2) and (4) additionally control for the location of the residence and an urban residence. In columns 
(5) and (6), we report the p-values for the difference in the coefficients from specifications (1) and (3) as well as 
(2) and (4), respectively. Standard errors in parentheses are clustered at the individual level. *** significant at the 
1% level, ** significant at the 5% level, * significant at the 10% level.  
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Our estimation results support the described different patterns of taking 
performance-pay jobs between high school and college graduate workers. As 
shown in column (1) of Table 4, the probability of having a performance-pay job 
depends positively on the AFQT score for high school graduates in the first 13 
years of their careers. This result is consistent with our hypotheses that high-ability 
high school graduates will work at performance-pay jobs to reveal their ability in 
the early stages of their careers. 

However, for college graduates, AFQT scores are not positively associated with 
the probability of obtaining performance-pay jobs during the early stages of their 
careers, as the coefficient in column (3) is negative and statistically insignificant. 
The estimation result for college graduates shows that high-ability college 
graduates have little incentive to take performance-pay jobs under productivity-
revealing motives, unlike high school graduate workers. 

 
D. Number of Jobs 

 
In order to examine our hypotheses described in Section III. C regarding number 

of jobs, we use the number of jobs in a given year as a dependent variable in 
equation (1), and Table 5 documents the results. As the coefficient of AFQT in 
column (2) is positive, the number of jobs is positively related to ability among 
high school graduates at the beginning of their careers. In particular, an increase of 
one standard deviation in the AFQT scores is associated with 0.15 more jobs in the 
early stages of high school graduates’ careers. The coefficient of the interaction 
term is negative for high school graduates. This result implies that the number of 
jobs among high-ability high school graduates will eventually stabilize over time. 

 
TABLE 5—NUMBER OF JOBS 

 
High School College 

Test: College=HS 
P-value 

(1) (2) (3) (4) (5) (6) 

AFQT 
0.0613***

(.0193) 
0.152*** 
(.0364) 

-0.138***
(.0499) 

-0.143 
(.1006) 

0.000 0.006 

Exper/10 
-1.445***

(.4669) 
-1.377***

(.4657) 
-3.500***

(.5976) 
-3.393***

(.7047) 
0.007 0.017 

AFQT*Exper/10  
-0.148***

(.0471) 
 

0.0117 
(.1575) 

 0.330 

Adjusted R-squared 0.026 0.029 0.071 0.071   

N 7,406 7,194 2,970 2,850   

Additional Controls No Yes No Yes No Yes 

Note: All specifications include a year fixed effect and squared and cubic terms for potential experience. 
Specifications (2) and (4) additionally control for the location of the residence and an urban residence. In columns 
(5) and (6), we report the p-values for the difference in the coefficients from specifications (1) and (3) as well as 
(2) and (4), respectively. Standard errors in parentheses are clustered at the individual level. *** significant at the 
1% level, ** significant at the 5% level, * significant at the 10% level.  
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However, the results for college graduates display different patterns. The result 
in column (4) suggests that unlike high school graduates, the number of jobs does 
not depend positively on AFQT scores for college graduates. The coefficients for 
both AFQT scores and the interaction term are either negative and/or statistically 
insignificant for college graduate workers. These results suggest that other factors 
that do not depend on the abilities of workers may be the major determinants of job 
mobility among young college graduates. 

Overall, the results show that for the number of jobs, different patterns emerge 
among high school and college graduate workers. These differences could shed 
light on the source of the return from job mobility described in Topel and Ward 
(1992). As the number of jobs reflects job mobility, our results suggest that the 
return from the number of jobs among high school graduates arises from the 
correlation between ability—which is positively related to wages in the long run—
and job mobility. 

 
V. Conclusion and Discussion 

 
In this paper, we document the difference between the subsequent careers of 

high school and college graduate workers based on the role of higher education in 
revealing abilities. In particular, we argue that high-ability high school graduates 
will actively engage in productivity revealing-activities while high-ability college 
graduates will not actively participate in those activities. Moreover, we expect that 
high-ability high school graduates will tend to have more jobs than low-ability high 
school graduates at the beginning of their careers as they move to better jobs. 
Unlike high school graduates, college graduates do not exhibit such a pattern in the 
number of jobs given that high-ability college graduates will have decent jobs from 
the beginning of their career and will not have an incentive to move between jobs 
at the cost of firm-specific human capital. Using NLSY79 data, we test our 
hypotheses by regressing the measure of productivity-revealing activities and the 
number of jobs on the measure of ability separately for high school graduates and 
college graduates. Overall, the empirical pattern is fairly consistent with our 
hypotheses. Therefore, our findings highlight the importance of the role of higher 
education to understand the post-schooling behavior of high school and college 
graduates. 
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APPENDIX 
 

Although our main results are based on a sample of white males, we also 
perform the same analysis based on a sample containing all racial groups – white, 
black and Hispanic. The sample used in this Appendix is restricted to males only. 
Table A1 documents the regression results using the estimating equation (1) with 
the same dependent variables used in the main text. In addition to the control 
variables in the main analysis, we included dummy variables indicating racial 
groups. The results are qualitatively and quantitatively similar to the main results. 

 
TABLE A1—RESULTS BASED ON ALL RACIAL GROUPS 

 
High School College 

Test: College=HS 
P-value 

(1) (2) (3) (4) (5) (6) 

Panel A: Dependent Variable=Log Real Wage 

AFQT 
0.0800*** 

(.0112) 
0.00100 
(.017) 

0.172*** 
(.0343) 

0.153** 
(.0593) 

0.011 0.013 

AFQT* 
Exper/10 

 
0.114*** 
(.0242) 

 
0.0647 
(.0869) 

0.002 0.316 

Panel B: Dependent Variable=OFT 

AFQT 
0.0108*** 

(.0029) 
0.0259*** 

(.0075) 
-0.00172 
(.0102) 

-0.0412* 
(.0242) 

0.238 0.001 

AFQT* 
Exper/10 

 
-0.0233** 

(.0113) 
 

0.0808** 
(.0359) 

 0.009 

Panel C: Dependent Variable=Performance-pay Jobs 

AFQT 
0.0315** 
(.0111) 

0.116** 
(.0572) 

-0.00750 
(.0335) 

-0.196** 
(.092) 

0.268 0.196 

AFQT* 
Exper/10 

 
-0.0985 
(.0636) 

 
0.298** 
(.1413) 

 0.306 

Panel D: Dependent Variable=Number of Jobs 

AFQT 
0.0647*** 

(.0146) 
0.149*** 
(.0361) 

-0.0723* 
(.0377) 

-0.151 
(.0988) 

0.001 0.004 

AFQT* 
Exper/10 

 
-0.146*** 

(.0467) 
 

0.0276 
(.1553) 

0.271 0.519 

Additional 
Controls 

No Yes No Yes No Yes 

Note: All specifications include a year fixed effect and squared and cubic terms for potential experience. 
Specifications (2) and (4) additionally control for the location of the residence and an urban residence. In columns 
(5) and (6), we report the p-values for the difference in the coefficients from specifications (1) and (3) as well as 
(2) and (4), respectively. Standard errors in parentheses are clustered at the individual level. *** significant at the 
1% level, ** significant at the 5% level, * significant at the 10% level.  
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